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Abstract. This paper discusses the role of the organizational structure in shaping the organizational learning process. Learning is modelled by means of a computational model in which search takes place in the space of problem representations and cannot be reduced to mere probability updating within a given and constant representation.

When the assumption of a unique and given representation of the problem is dropped, organizational learning emerges from the coordination of individual learning processes. Some simulations analyze the performance, in different environmental conditions, of centralized and decentralized coordination modes.
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1. Introduction

Only recently has the economic theory of the firm begun to address the issue of the role of different organizational structures. Traditionally, the neoclassical theory explained all economic phenomena in terms of individual agents (households or firms) and markets. The latter, by means of the price mechanism, convey all the information which is necessary to individual decision makers for the coordination of all their interactions. Alternative modes of coordination were not conceived within such a theory.

The basic assumptions of the standard neoclassical theory are summarized with remarkable clarity by Arrow:
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The neoclassical model is founded on two concepts, which are considerably different in nature. One is the notion of the individual economic agent, whose behavior is governed by a criterion of optimization under constraints which are partly peculiar to the agent, such as production functions, and partly terms of trade with the economic system as a whole. The other is the market; here the aggregate of individual decisions is acknowledged, and the terms of trade adjusted until the decisions of the individuals are mutually consistent in the aggregate, i.e. supply equals demand [Arrow (1974), pp. 1–3].

Therefore the neoclassical theory is based on two fundamental principles: 1) the reduction of individual rationality to optimization, through the axiomatic theory of the maximization of subjective expected utility and 2) the reduction of the modes of coordination to the market, through the General Equilibrium Theory.

These two logical operations allow the neoclassical theory to omit entirely from the analysis the consideration of two otherwise crucial questions. The reduction of rationality to maximization makes it possible for the neoclassical economist to ignore the psychological and cognitive aspects of decision making [Simon (1976)]: the rationality of a decision resides solely in the optimality of the decision itself, regardless the procedure which led to it. In the same way, the reduction of the coordination modes to the market, exemplified by the general equilibrium theory, brings the issue of organization outside the domain of economic theory: organizations such as firms do indeed exist, but their internal structure is immaterial for the allocation of resources at the level of the entire economic system.

The pioneering work of Coase (1937) pointed out the role of firms as a means of coordination of the actions of individual economic agents which does not use – or uses only to a limited extent – prices to direct the actions of individuals. In his view the function of firms parallels and complements that of markets as coordinating institutions, rather than that of consumers as utility maximizing individuals. But an in-depth inquiry into the distinctness of the coordination mechanisms implemented by different organizational set-ups did not begin until the 70's.

It is in this period that the neoclassical theory discovers the “organization”, that is a mechanism of coordination based mainly on rules, partly explicit and codified, partly only implicit and tacit. The neoclassical theory extents in this way its scope by adding organizations to markets and individuals and broadens as well the scope for rational choice of individuals under consideration to include the choice of the organizational form which is more efficient at coordinating their interactions.

A relevant part of such recent developments (cf. especially the literature based on the agency theory) has operated a reduction of the essence of the firm to a contractual relationship which links the employer to the employees in the form of hierarchical authority. Individuals who form the organization cannot foresee all contingencies which might arise and affect their operations. It is therefore impossible to design complete contracts which exactly specify ex-ante the detailed performance which will be required in every circumstance [cf. Hart (1988)].

A way out of this impossibility is for the employees to surrender part of their discretion to superordinates, who are given the right to decide, within the contractual limits, the tasks which the worker must execute. The authority relation is therefore assumed to be the result of rational and utility maximizing behaviour on the side of both the employer and the employees.

As Coase has pointed out, the widespread reduction of the nature of the firm to a bundle of contractual relations “has led to or encouraged an undue emphasis
on the role of the firm as a purchaser of the factors of production and on the choice of contractual arrangements which it makes with them” [cf. Coase (1988), p. 37]. The firm looses in this way its features of an institution which coordinates decisions and does not have a real organizational structure, that is a set of procedures and mechanisms which are designed to make this coordination possible.

Two streams of research have to some extent challenged the reduction of the essence of the firm to a bundle of bilateral relations: transaction cost economics, originating in the work of Williamson, and a series of studies which could be grouped under the heading of “organizational architecture”, especially developed by the recent work of Aoki, Crèmer, Sah and Stiglitz.

The former assesses hierarchical organizations in terms of their efficiency at economizing on the costs which might emerge in the processes of allocation of resources; the latter compares the efficiency of different informational structures – basically a vertical and centralized structure versus a horizontal and decentralized one – in terms of their abilities to compensate for mistakes and the occurrence of uncertain events which may affect their normal course of operations.

Aoki, in particular, has provided an extensive comparative analysis on the role of different coordination modes in determining the organizational capability to adapt to various environmental conditions [cf. especially Aoki (1986) and (1988)]. By relaxing the strongest neoclassical assumption on perfect and symmetric information and perfect market surrogation of human errors, he shows that the organizational structure does matter, because the way in which information is distributed within an organization affects the efficiency of its utilization.

But these approaches still focus on the role of firms as allocators of resources and processors of information: learning and adaptation are limited to those activities which can be reduced to Bayesian updating of probabilities, within given and constant information processing capabilities. As a consequence, they cannot account for a more fundamental kind of learning, which involves problem-solving, generation of new skills and routines, building new representations of the environment.

An alternative view [cf., for instance, Nelson and Winter (1982), Dosi, Teece and Winter (1991), Dosi and Egidi (1991)], which is being developed within the paradigm of evolutionary economics and largely draws from behavioural and organizational sciences, stresses instead the role of firms as repositories of knowledge. According to this view, firms are social institutions which develop a body of productive knowledge [cf. Winter (1982)], largely tacit and not codified, with the purpose of doing useful things. Such a body of knowledge is largely specific to the organization and is embodied in the set of routines and skills which characterize it.

Thus, organizational learning – i.e. the accumulation of knowledge – cannot be reduced to Bayesian probability updating, but requires agents to build new representations of the environment and develop new skills and routines which were not known to them before.

Organizational learning is itself highly firm-specific and, although fed by the learning processes of its individual members, cannot be reduced to their sum. In particular, the relations among different parts of the organization, as defined by its structure, play a fundamental role in driving and shaping the collective learning process.

Within this framework, the problem of coordination goes far beyond the distribution of information flows, to include coordination of different and possibly
conflicting representations of the environment and different and possibly diverging learning processes.

This paper tackles the analysis of this aspect of coordination, by means of a computational model of learning in which learning is described as a search in the space of representations ("models of the world"). This model will be described in the third section of the paper, and will allow to run a few simulations – presented in the fourth section – of the learning behaviour of different organizational structures in different environmental conditions. In the meantime, the next section defines what is meant in this paper by coordination problem.

2. The coordination problem

Let us begin by outlining a simple organizational coordination problem. Consider a firm which is facing an unknown environment. The latter can be in one out of $n$ possible states:

$$S = \{s_1, s_2, \ldots, s_n\}$$

This set of states of the world can represent, for example, the $n$ possible product types which can be alternatively required by an exogenous demand.

The firm formulates a forecast on the product type which is being demanded and implements a production process. In the most general terms, a production process can be considered as a sequence of operations which embed individual and organizational skills and routines, to be coordinated in such a way as to yield the desired product type. Therefore a production process can be formally represented by a string over an alphabet $A$ which encodes all such basic operations:

$$a_1 a_2 \ldots a_k \text{ with } a_i \in A$$

The set $A^*$ of all possible strings of length $k$ over this alphabet represents the set of all possible production processes of length $k$ which could be virtually implemented starting from the set $A$ of basic operations.

Production processes map into product types:

$$F: A^* \to P$$

This very general mapping can include also production processes which are technically meaningless (although technically viable) and produce product types which are never demanded. Of course it is also possible that some of the product types included in $S$ cannot be produced with the present set of skills and therefore are not in the range of $F$. In general we can also have many different production processes which yield the same product type.

The payoff function for the organization is simply:

$$\pi: P \times S \to R$$

the organizational payoff when the state of the world $s_j$ occurs and the product type $p_i$ is produced will be indicated by $\pi_{ij}$.

Suppose now that the production process is divided into $h$ segments\(^{1}\), each of them implemented by a different decision unit, or "shop". Suppose also that per-

\(^{1}\) Obviously learning processes take place also through changes in the division of labour. However this paper does not face this problem, and considers the latter as given and fixed.
fect planning is not feasible, meaning that shops always have some degree of discretion in their decision-making. Discretionary behaviour may be limited to the necessity to interpret and implement the central plan, which, because of the cognitive and computational limits of the central office, cannot make provisions for all the contingencies which can arise at the operational level. But discretionary behaviour may also involve the possibility for the shops to contribute to the definition of the production plan itself, by making use of the knowledge they can autonomously accumulate.

The organizational decision problem has therefore two aspects: first of all it is necessary for the organization to make a forecast of the behaviour of the demand, and then to coordinate the production processes of the various shops in such a way as to obtain the desired product type. The former is a "cognitive" problem, which involves the organizational capabilities to "understand" the characteristics of the environment, the latter is instead a "coordination" problem, which requires the various decision units, in which the organization is divided, to coordinate their actions.

The two aspects interact in a complex way: coordination is generally made easier when the various parts of the organization share a common body of knowledge [cf. also Crémer (1991)], but on the other hand the overall scope of organizational learning is broader when the organization can rely on a diversified knowledge basis. This trade-off will be analyzed in the fourth part of the paper, by means of the model of learning which will be introduced now.

3. A computational model of learning

This section briefly outlines a computational model of learning, in which the model of the world detained by the decision maker (the representation level) and the decision rules he follows (the action level) co-evolve in a process of adaptation to the environment which is being faced.

The idea that optimum decision rules cannot be defined in absolute terms, but only relatively to the decision maker's cognitive capabilities has received increasing attention in the economic literature [cf., for instance, Heiner (1983)]. This section presents a simulation model which focuses on the links between the decision maker's cognitive capabilities and the actions he can effectively select.

Consider a standard problem of individual decision making and suppose that it is faced repeatedly by the same agent. The decision maker, by using his previous experience, makes a forecast of the state of the world which he thinks will occur next and chooses an action which he considers as appropriate. At the outset the player has no knowledge either of the payoff matrix or of the "laws" which determine the changes in the environment. The decision process consists therefore

---

2 The so-called "loss of control" literature analyzes the case when members of the organization do not share the same model of the world, but considers only ex-ante information flows, represented by the top-down transmission of plans. In this case diversity of representations generates a chain of misinterpretation of the plans and determines a loss of efficiency. The fact that diversity of representations could also have the positive effect of improving on the process of plan revision, by making use of the ex-post information coming from subordinates, is not taken into consideration, since it would require a modification of the superordinates' model of the world, which cannot be carried out within a Bayesian framework.
of two elements: the state of knowledge about the environment, represented by the agent's forecasting capabilities, and the rules for choosing an action, given this forecast.

The basic component of our learning system \(^3\) is a condition-action rule, where the execution of a certain action is conditional upon the agent's perception of a certain state of the world. The condition part is a string of symbols which encodes a subset of the states of nature and is activated when the last detected state of the world belongs to this subset.\(^4\) Formally, the condition can be represented as a string of \(n\) symbols (as many as the states of the world) over the alphabet \(\{0, 1\}\) and it is satisfied when and only when the last observed state of the world corresponds to a position where a "1" appears. Thus, the condition:

\[c_1 c_2 \ldots c_n \quad \text{with} \quad c_i \in \{0, 1\}\]

is satisfied when, if \(s_k\) is the last observed state of the world, we have:

\[c_k = 1\]

All in all, a given set of such conditions defines a set of criteria or categories according to which the environment is classified by the decision maker. It is important to stress that each condition defines one subjective state of the world, as perceived by the agent and defines its relationship with the objective states of the world. This relationship remains anyway unknown to the decision maker, who "knows" only the subjective states.

This important point deserves an example: suppose there exist three "real" states of the world:

\[S \equiv \{s_1, s_2, s_3\}\]

and the agent's state of knowledge is represented by the following two conditions:

\[\Theta_1: \quad 110\]
\[\Theta_2: \quad 101\]

The agent conceives two "subjective" states of the world, \(\Theta_1\) and \(\Theta_2\). The agent thinks he is in the former when the real state of the world is either \(s_1\) or \(s_2\), whereas he believes to be in the latter when the real state is either \(s_1\) or \(s_3\). This correspondence between subjective and objective states can only be described by an omniscient external observer and is not actually known by the agent, who ignores even the existence of the elements of the set \(S\). All he knows are the two \(\Theta\)'s.

The action part is instead a string of length \(p\) (the number of the agent's possible actions) over the same alphabet and with the following straightforward interpretation:

\[a_1 a_2 \ldots a_p \quad \text{with} \quad a_i \in \{0, 1\}\]

\(^3\) The learning model employed here is an adaptation of the classifiers system methodology, a highly general learning system which processes a set of condition-action rules in order to achieve high adaptation of its behaviour to complex and largely unknown environmental conditions. A presentation of the original model and its main applications can be found in the works by John Holland (see especially Holland (1975) and (1986)), a discussion of some possible applications to economics can be found in Arthur (1991).

\(^4\) The system could be given a longer "memory" simply by introducing more conditions which depend on previous states of nature, but this would be a redundant complication.
has one and only one position which equals “1”:

\[ a_i = 1 \]

and \( a_i = 0 \) at every other position, meaning that the action “h” is chosen.

The decision maker can therefore be represented by a set of such condition-action rules:

\[ R = \{ R_1, R_2, \ldots, R_g \} \]

where:

\[ R_i: c_1 \ c_2 \ldots c_n \rightarrow a_1 \ a_2 \ldots a_p \quad \text{with} \quad c_i, a_i \in \{0, 1\} \]

In addition each rule is assigned a “strength” and a “specificity” (or “generality”) measure. The strength measures the past usefulness of the rule, that is – approximately \(^5\) – the net payoffs, which have been cumulated every time the rule has been applied. The specificity measures the strictness of the condition: in our case the highest specificity (or lowest generality) value is given to a rule whose condition has only one symbol “1” and therefore is satisfied only when that particular state of the world occurs, whereas the lowest specificity (or the highest generality) is given to a rule whose condition is entirely formed by “1’s” and is therefore always satisfied by the occurrence of any state of the world.

At the beginning of each simulation the decision maker is supposed to be absolutely ignorant about the characteristics of the environment he is going to face: all the rules initially available to him have the highest generality, that is all their conditions are formed entirely by 1’s. The action parts are instead randomly generated, to represent the fact that, because of the condition of absolute ignorance, the decision maker does not have any reason to prefer an action to another.

The decision maker is also assumed to have limited computational capabilities, therefore the number of rules stored in the system at each moment is kept constant and relatively “small” in comparison to the complexity of the problem which is being tackled.

This set of rules is processed in the following steps throughout the simulation process:

1. **Condition matching**: a message is received from the environment which informs the system about the last state of the world. This message is compared with the condition of all the rules and the rules which are matched, i.e. those which apply to that particular state of the world, enter the following step.

2. **Competition among matched rules**: all the rules whose condition is satisfied compete in order to designate the one which is allowed to execute its action. To enter this competition each rule makes a bid based on its strength and on its specificity. In other words, the bid of each matched rule is proportional to its past usefulness (strength) and its relevance to the present situation (specificity):

\[ \text{Bid}(R_i, t) = k_1(k_2 + k_3 \text{Specificity}(R_i)) \text{Strength}(R_i, t) \]

Where \( k_1, k_2 \) and \( k_3 \) are constant coefficients.

The winning rule is chosen randomly, with probabilities proportional to such bids.

\(^5\) A precise expression for computing the strength will be given later on.
3. **Action and strength updating**: the winning rule executes the action indicated by its action part and has its own strength reduced by the amount of the bid and increased by the payoff that the action receives (which in turn depends on which state of the world actually occurs). If the $j$-th rule is the winner of the competition, we have:

\[
\text{Strength}(R_j, t+1) = \text{Strength}(R_j, t) + \text{Payoff}(t) - \text{Bid}(R_j, t)
\]

4. **Generation of new rules**: the system must be able not only to select the most successful rules, but also to discover new ones. This is ensured by applying "genetic operators" which, by recombining and mutating elements of the already existing and most successful rules, introduce new ones which could improve the performance of the system. In this way new rules are constantly injected into the system, and scope for new search is always made available.

The search for new rules is driven by the system's past history: genetic operators generate new rules which explore other possibilities in the proximity (in a sense which will be precisely defined) of the presently most successful ones, in order to discover the elements which determine their success and exploit them more thoroughly. These newly generated rules substitute the weakest ones stored in the system, so that the total number of rules is kept constant.

Two genetic operators have been used for the condition and one for the action part. The latter can be defined "local search" and is simply a mutation in the vicinity: the action included in the newly generated rule is chosen (randomly) in the close proximity of the one included in the parent rule. The interpretation of this operator is straightforward: decision makers tend to explore alternatives in the vicinity of the ones already employed.

The two operators used for the condition part deserve more attention because of their role in modelling the evolution of the state of knowledge embedded into the system. They operate in opposite directions:

1. **Specification**: a new condition is created which increases the specificity of the parent one: wherever the parent condition presents a "1", this is mutated into a "0" with a given (small) probability.
2. **Generalization**: the new condition decreases the specificity of the parent one: wherever the latter presents a "0", this is mutated into a "1" with a given (small) probability.

Specification and generalization are two possible cognitive attitudes which tend to drive the learning system towards, respectively, specific rules which classify the environment into finer categories and more robust rules which instead cover a wider set of states of the world. Different degrees of specification and generalization can be simulated both by means of different combinations of these two genetic operators and by varying the coefficient $k_3$ with which specificity enters the bid equation: the higher this coefficient, the more highly specific rules will be likely to prevail over general ones. The simulations discussed in the remaining part of this paper will use a specificity coefficient to summarize the overall inclination of the system toward the search for specific rules, such coefficient will represent both the value $k_3$ in the bid equation and the probability of application of the genetic operator "specification" every time the genetic operator's routine is called.
The next section of the paper will apply this computational model of learning and decision making to an example of the organizational decision problem outlined in the previous section.

4. Organizational structure, coordination and learning: some simulation results

In this section we consider a very simple example of the kind of organizational decision problems outlined in the second part of this paper and run a few simulations by means of the framework presented in the previous section.

The outcome for the organization depends on the actions of several agents in a non-additive way. Agents are supposed to share the same collective objective and therefore try in good faith to achieve the organizational goal, but their information processing capabilities are limited and evolve along the lines expounded in the previous part of the paper. In this way we can assume away any incentive consideration and concentrate on the role of shared knowledge and communication among the members of the organization.

Suppose that there exist eight possible product types (states of the world), called respectively “1”, “2”, “3”, “4”, “5”, “6”, “7” and “8”. The firm’s production possibilities set is represented by sequences of operations which can be of two types (A and B). Such sequences have all the same length and map into a product type, which is conventionally designated by the number of operations of type A which are utilized in its production. For example the product of type “8” is produced by all and only the production processes which contain eight operations of type A. Each production process is divided into two parts (of the same length) which are carried out separately by two shops. The problem of the firm is therefore to forecast the product type which will be demanded by the market and to implement the correct production process by coordinating the operations of the two shops. The payoff is the following: if the firm produces the correct product type it receives a payoff of 5 units; if it does not produce the correct output it receives a negative payoff, given by the distance of the actual product type from the required one (for example, if the market demands type “7” but the firm produces type “5”, it will receive a payoff of −2).

We will consider two different types of organizational structures: one in which knowledge about the environment is centralized and the other in which it is partly decentralized. More precisely, we have the following two models:

Centralized structure is formed by three decisionmaking units: the management and two shops. The former observes and interprets the environmental signal, trying to forecast the demanded product type, and sends a message to the shops. The latter observe and interpret independently the message they receive from the management and implement one of the possible actions (segments of the organizational production process).

All three agents behave according to the computational model of learning outlined in the previous section. In particular, each of them is represented by a set of rules, whose conditions classify environmental messages (in the case of the management) and managerial messages (in the case of the shops) and whose actions are, respectively, messages sent to the shops and segments of the production process.
Decentralized structure is also formed by a management and two shops. The former observes and interprets the environmental signal and sends a message to the shops, exactly as in the centralized structure. But the shops, in addition to observing and interpreting the managerial message, base their decision also on the independent observation of the environmental signal.

All three agents are modelled as in the centralized structure, with the addition of a condition which classifies environmental messages for each of the rules representing the two shops.

Thus, in the centralized structure the organizational knowledge of the environment is entirely detained by the management and the two shops do not form any autonomous knowledge of the firm's environment. In the decentralized structure it is instead distributed among management and shops.

The adaptive performance of the two organizational structures has been simulated in different environmental conditions, characterized by varying degrees of uncertainty and non-stationarity.

It is important to stress that all the following simulations assume as initial condition a situation of complete lack of a priori knowledge for all the agents. At the outset agents are in fact modelled by a set of rules whose conditions are entirely formed by 1's and whose actions are selected randomly.

Simulation experiment 1 considers the case of a stationary environment, in which the demanded product type is held constant. Coordination on the optimum production process is quickly achieved by both structures. However some differences do indeed emerge.

When the agents are not seeking to make their knowledge more specific (i.e. their specificity coefficient equals 0) the performance of both structure is identical. This is an obvious consequence of the fact that in this case no knowledge of the environment is actually formed, but decisions are selected by random trials until the correct one is chosen. The way in which knowledge is distributed among the parts of the organization is therefore completely irrelevant. It must be also pointed out that, in the case of a stationary environment, random trials, until the best action is chosen, prove to be a very efficient behaviour: learning is in fact a wasteful process in this case in which there is actually nothing to be learned.
When instead agents do try to improve their knowledge of the environment, by building decision rules more and more specific (i.e. they are characterized by high specificity coefficients) the distribution of knowledge among the parts of the organization becomes relevant. Figure 3 shows the cumulated payoff (divided by the number of iterations) of the two structures when all agents are characterized by specificity coefficient 0.8. It emerges that the decentralized structure is slower in achieving coordination on the optimum actions. As already pointed out, the stationarity of the environment makes the accumulation of knowledge a useless and wasteful activity, therefore the decentralized structure, which is characterized by a higher degree of overall accumulation of knowledge about the environment, is penalised.

A differentiation between the behaviour of the two types of organization emerges more clearly when we consider changing environments. This is shown by the following two simulations.

**Simulation experiment 2** considers an environment which is always changing, but according to a regular and predictable pattern. Suppose that the demanded product type switches from “3” to “4” and vice versa at every iteration. In spite of a high specificity coefficient (0.8), the centralized structure cannot exploit this regularity and settles into constantly producing either types, with an average payoff of 2. On the contrary the decentralized structure is able to discover and exploit the environmental regularity and – after an initial period of learning – attains the highest possible payoff 5.

---

6 Since agents are modelled by decision rules which base their forecast only on the last observed state of the world, a pattern of environmental change has to be characterized by a “memory” of only one period in order to be predictable.
Simulation experiment 3 considers instead continuous and unpredictable environmental changes, so that a precise forecast of the demanded product type is impossible. The product type which is being demanded varies randomly among three possibilities ("3", "4" and "5") at every iteration. Environmental changes are therefore confined to a subset of the possible states of the world, but are unpredictable inside such a subset: the optimum action is therefore producing always type "4".

Simulations (summarized by Fig. 5) show that, with specificity coefficient 0.8, the centralized structure is able to discover the "robust" solution and cling to it, whereas the decentralized one always explores new possibilities and abandons the optimum combination representation-action.

By comparing the results of the previous two simulations some interesting conclusions can be drawn. In order to exploit a regularly changing environment, a high amount of knowledge about the environment itself is required: the organi-
zational model of the world must be able to distinguish between the states of the world and connect them diachronically. It is not surprising therefore that the decentralized structure is more appropriate in such circumstances: it is the structure which, by partly decentralizing the acquisition of knowledge about the environment, can achieve higher levels of sophistication in its model of the world, provided the coordination mechanisms — which are here centralized — are powerful enough to enable the organization to solve conflicts of representations.

On the other hand, this very decentralization of the acquisition of knowledge can be a source of loss when it is more profitable for the organization to cling to a robust and stable set of routines. This situation, exemplified by the last experiment, requires strong coordination in order to make the entire organization implement coherently such a set of robust routines. By decentralizing the accumulation of knowledge and allowing therefore autonomous experimentation, this coherence is weakened. Centralization of the accumulation of knowledge, on the contrary, emphasizes the coordination around a unique central body of knowledge.

We could think of a decentralized structure as one which allows shops to explore independently new possibilities and feed them back to the entire organization through the centralized coordination system. On the other hand, a centralized structure emphasizes inter-shop coordinational around a centralized organizational representation of the environment.

5. Conclusions

The approach developed in this paper considers firms as learning organizations. When learning involves problem-solving and representation-building and cannot be reduced to mere probability updating, the role of organizations goes beyond coordination of information flows to encompass coordination of individual learning processes.

Organizational learning becomes an emergent property of the interactions among the members of the organization and, although it is the outcome of the individual learning processes, it cannot be entirely reduced to them. Such an outcome is in fact strictly dependent upon the organizational structure, that is upon the set of rules and relations which determine how knowledge is distributed within the organization.

This paper has suggested a model of learning which involves the construction and continuous revision of representations of the world and applied it to a collective decision problem.

It has emerged from simulations of this model that when agents do not necessarily share the same model of the world, and they are always updating their own model, in order to improve their action upon the environment, there exists a trade-off between the need to have homogeneous representations and the need to promote diversity. Homogeneity of representations favours the coordination of individual actions, diversity increases the scope for organizational learning.

A centralized structure attains higher homogeneity and seems more appropriate both for stationary and for irregularly changing environments, whereas a decentralized one allows higher degrees of diversity and seems more appropriate for regularly changing environments.
References


Holland JH (1975) Adaptation in natural and artificial systems. Ann Arbor, University of Michigan Press


